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Tutorial @ EACL 2024: Transformer-Specific Interpretability
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Website

Slides

Recording

Tutorial @ NAACL 2021: Fine-grained Interpretation and 
Causation Analysis in Deep NLP Models

Website/Slides

Recording

https://projects.illc.uva.nl/indeep/tutorial/
https://github.com/interpretingdl/eacl2024_transformer_interpretability_tutorial/tree/main/slides
https://us06web.zoom.us/rec/play/dCNJ_yB6VZ1KoQcvdQu-QfjGc0_owVR7eXx1UDR7gVIv5hyoXI3JvOAD8m1hbUm-FEeMGwlI0jJoBoyr.LGPzlLTeVtJNGfOg?canPlayFromShare=true&from=share_recording_detail&startTime=1711017603000&componentName=rec-play&originRequestUrl=https%3A%2F%2Fus06web.zoom.us%2Frec%2Fshare%2F_OXkbLDUWJsUK-zd94Ha5QaO_aRf5eSLQ7Px05DOFri5Khq3aWzA6k1DEdupzrmw.4r5PnwjFWjiHgn7W%3FstartTime%3D1711017603000
https://github.com/hsajjad/Interpretability-Tutorial-NAACL2021
https://www.youtube.com/watch?v=ayhBHZYjeqs


Tutorial @ EMNLP 2022: Causal Inference for NLP

Slides/Slides

Recording
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Website

Mechanistic Interpretability Workshop @ ICML 2024

Survey Papers
A Primer on the Inner Workings of Transformer Language Models

Toward Transparent AI: A Survey on Interpreting the Inner Structures of Deep Neural Networks

https://docs.google.com/presentation/d/1yT3gBYgLt8-pNKbPsPvYqZUzIx76HI08mai3m3f30C4/edit#slide=id.g14bcb49f457_0_5
https://docs.google.com/presentation/d/1eSMiIPkSpBLR0DcW4XT_Tlzhr-lsKPX4QaRj0aq6wo4/edit#slide=id.g1052e9851b2_0_745
https://www.youtube.com/watch?v=4bq1ZYxXbtg
https://icml2024mi.pages.dev/
https://arxiv.org/abs/2405.00208
https://arxiv.org/abs/2207.13243


Outline

1. Neuron-level interpretability
a. Sparse Autoencoders

2. Causal Mediation
a. Activation Patching & variants

b. Causal abstraction & other methods

3. What is mechanistic interpretability?

4. Methods Leveraging Language Model Strengths
a. Transformer Residual Stream and Linear Structure

b. Vocabulary projection

c. Decoding Natural Language Explanations from Representations

5. Conclusion + Q&A
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Neuron-Level Interpretability

Background
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Interpreting Neurons

8

What pattern in the inputs will fire a neuron (i.e., 
cause high values at a particular dimension)?

● Neuron = a single dimension of a hidden state representation

● Line of work traditionally does not consider structure

x =

Hidden stateModel weights Hidden state



Interpreting Neurons of NLP Models

13

[Bau et al., ICLR 2019]

[Mu & Andreas, NeurIPS 2020] [Na et al., ICLR 2019]

[Dalvi et al., AAAI 2019]

 Activations of neurons for certain properties

https://arxiv.org/abs/1811.01157
https://arxiv.org/abs/2006.14032
https://arxiv.org/abs/1902.07249
https://arxiv.org/abs/1812.09355


Pitfalls of Neuron-Level Analysis in NLP

[Sajjad et al. 2022, Antverg & Belinkov, ICLR 2022]
14

- Methods generally ignore interactions between neurons.

- There are a LOT of neurons in modern models.

https://aclanthology.org/2022.tacl-1.74/
https://openreview.net/forum?id=8uz0EWPQIMu


Pitfalls of Visualization/Looking at Examples

- Humans are biased towards simple and clear concepts. 

15[Bolukbasi et al 2021, Olah et al 2020]

Song titles? Syntactic sentence structure?

https://arxiv.org/abs/2104.07143
https://distill.pub/2020/circuits/zoom-in/


Pitfalls of Visualization/Looking at Examples

- Humans are biased towards simple and clear concepts. 

16[Bolukbasi et al 2021, Olah et al 2020]

Song titles? Syntactic sentence structure?

Historical events? Sentences with dates at the 
beginning?

- Polysemanticity: neurons “respond to multiple unrelated inputs”

https://arxiv.org/abs/2104.07143
https://distill.pub/2020/circuits/zoom-in/


Neuron-Level Interpretability

Sparse Autoencoders

18



Linear Combinations of Neurons as Concepts

19

Individual neuron-level interpretations are typically not precise:

many neurons respond to mixtures of concepts

[Anthropic,  2023]

https://transformer-circuits.pub/2023/monosemantic-features


Linear Combinations of Neurons as Concepts

20

Individual neuron-level interpretations are typically not precise:

many neurons respond to mixtures of concepts

Hypothesis

Neurons together (as opposed to individual neurons) 
respond to concepts

sitting

black

tabby
Neuron activations can be decomposed into linear 
combinations of concept directions (called features)

[Anthropic,  2023]

https://transformer-circuits.pub/2023/monosemantic-features


Decomposing Activations

21

cat

black

tabby

decompose

scalar:
strength of the feature

vector:
direction of the feature

[Anthropic,  2023]

https://transformer-circuits.pub/2023/monosemantic-features


Decomposing Activations with Sparse Autoencoders

22

cat

black

tabby

Sparsity: for         , we expect only a small number of 

feature c is activated (            > 0)

using Sparse Autoencoders to find decompositions

:  encoder parameters :  decoder parameters

[Anthropic,  2023]

https://transformer-circuits.pub/2023/monosemantic-features


Decomposing Activations with Sparse Autoencoders

23

cat

black

tabby

Sparsity: for         , we expect only a small number of 

feature c is activated (            > 0)

using Sparse Autoencoders to find decompositions

:  encoder parameters :  decoder parameters

Loss:

reconstruction loss sparsity

[Anthropic,  2023]

https://transformer-circuits.pub/2023/monosemantic-features


Notes on Learned Features

24

Example:

Intervening on feature activations has an 
influence on behavior 

[Anthropic,  2023]

[Anthropic,  2024]

https://transformer-circuits.pub/2023/monosemantic-features
https://transformer-circuits.pub/2024/scaling-monosemanticity/


Notes on Learned Features

25

Example:

Intervening on feature activations has an 
influence on behavior 

Feature activations are more specific than neurons

- “upon manual inspection of a random sample 
of 50 neurons and features each, the neurons 
appear significantly less interpretable than the 
features, typically activating in multiple 
unrelated contexts..”

[Anthropic,  2023]

[Anthropic,  2024]

https://transformer-circuits.pub/2023/monosemantic-features
https://transformer-circuits.pub/2024/scaling-monosemanticity/


Causal Mediation in Transformers

Activation Patching

27

Causal Mediation in Transformers

Activation Patching & variants



Causal Mediation

29
Image: Wikipedia

Total Effect = ab + c’
Indirect Effect = ab

https://en.wikipedia.org/wiki/Mediation_(statistics)


Activation Patching/Causal Tracing

30
[Vig et al. 2020]

The

man*

said

that

…

… p*(he) > 
p*(she)

…

…

The

nurse

said

that 

…

…

…

…
p(she) > 
p(he)

● Run inference through the 
network twice

● Measure the change in 
probabilities of the tokens of 
interest

https://proceedings.neurips.cc/paper/2020/hash/92650b2e92217715fe312e6fa7b90d82-Abstract.html


Activation Patching/Causal Tracing

31

The

man*

said

that

…

… p+(she) > 
p+(he)?

…

…

The

nurse

said

that 

…

…

…

…
p(she) > 
p(he)

● Run inference through the 
network twice

● Measure the change in 
probabilities of the tokens of 
interest

● Patch in states from one inference 
run into another

● Observe how probabilities change 
→ the most important hidden 
states will have the largest effect 
in “restoring” the probabilities of 
the run that is being patched in.

[Vig et al. 2020]

https://proceedings.neurips.cc/paper/2020/hash/92650b2e92217715fe312e6fa7b90d82-Abstract.html


Activation Patching/Causal Tracing
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The

man*

said

that

…

… p+(she) > 
p+(he)?

…

…

The

nurse

said

that 

…

…

…

…
p(she) > 
p(he)

● Run inference through the 
network twice

● Measure the change in 
probabilities of the tokens of 
interest

● Patch in states from one inference 
run into another

● Observe how probabilities change 
→ the most important hidden 
states will have the largest effect 
in “restoring” the probabilities of 
the run that is being patched in.

[Vig et al. 2020]

https://proceedings.neurips.cc/paper/2020/hash/92650b2e92217715fe312e6fa7b90d82-Abstract.html
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Method

p*(Adriano 
Maleiane) = 
0.01

[Meng et al. 2022, Meng et al. 2023]

p(Adriano 
Maleiane) = 
0.9

Textual Effect = 
p(y) - p*(y) = 0.89

https://proceedings.neurips.cc/paper_files/paper/2022/hash/6f1d43d5a82a37e89b0665b33bf3a182-Abstract-Conference.html
https://arxiv.org/abs/2210.07229
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Method

Textual Effect = 
p(y) - p*(y) = 0.89

Effect of Repair = 
p+(y) - p*(y) = 0.19

Fractional Effect of Repair = 
[p+(y) - p*(y)] / [p(y) - p*(y)]= 21.34%

p+(Adriano 
Maleiane) = 
0.2

MLPAttn

p(Adriano 
Maleiane) = 
0.9

[Meng et al. 2022, Meng et al. 2023]

https://proceedings.neurips.cc/paper_files/paper/2022/hash/6f1d43d5a82a37e89b0665b33bf3a182-Abstract-Conference.html
https://arxiv.org/abs/2210.07229
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Results

[Meng et al. 2022, Meng et al. 2023]

https://proceedings.neurips.cc/paper_files/paper/2022/hash/6f1d43d5a82a37e89b0665b33bf3a182-Abstract-Conference.html
https://arxiv.org/abs/2210.07229


Notes

● Measures total effect of hidden state on output

● Method is rather computationally expensive

○ Each patch is a separate inference run

○ Also requires two copies of the model to be loaded into memory, 
generally

● Strong independence assumption about individual hidden 
states or neurons in the network

○ Ideally, one could patch multiple states at once, but enumerating 
all possible combinations of states is intractable

● More efficient (gradient-based) approximation: “Attribution 
Patching” [Nanda 2022, Kramár et al. 2024]

● How to design paired instances? [Zhang & Nanda 2024]

36

https://www.neelnanda.io/mechanistic-interpretability/attribution-patching
https://arxiv.org/pdf/2403.00745
https://openreview.net/forum?id=Hf17y6u9BC


Path Patching

● Controls more carefully which effect you can measure

37

[Goldowsky-Dill et al. 2023]

Slide credit: Lieberum et al. 2023

https://arxiv.org/abs/2304.05969
https://arxiv.org/abs/2307.09458


Causal Mediation in Transformers

Causal Abstraction & other methods

38



Causal Abstraction

The key idea is to learn a causal graph that maps to the neural network.

Consider the simple task of determining whether Z is in the interval [X, Y]

40[Geiger et al 2023, Wu et al. 2023]

2 4 5

FalseTrue

False

https://arxiv.org/abs/2301.04709
https://openreview.net/forum?id=nRfClnMhVX


Intervention analyses is essential to causal abstraction

Key intuition: intervention 

in the low-level neural 

representations has the 

same effect as the 

intervention in the 

high-level causal graph.

41[Geiger et al 2023, Wu et al. 2023]

Coming up with a high-level causal graph is 

highly non-trivial in practice!

https://arxiv.org/abs/2301.04709
https://openreview.net/forum?id=nRfClnMhVX


Causal Probing

43

● Traditional probing classifiers are 

not causal.

● There are methods that perform 

causal interventions to measure 

how the property of interest is 
used to make predictions.

[Giulianelli et al. 2018, Elazar et al. 2021]

https://arxiv.org/abs/1808.08079
https://direct.mit.edu/tacl/article/doi/10.1162/tacl_a_00359/98091/Amnesic-Probing-Behavioral-Explanation-with


● Models encode many interpretable concepts linearly.

Linear concept subspace hypothesis: a concept (such as 
gender) lives in low-dimensional subspace within the 
representation space.

How can we identify the concept subspace?
Once located, can we intervene in its encoding?

44Slide credit: Shauli Ravfogel

Linear Subspace Projections + Concept Erasure

[Ravfogel et al 2020, Belrose et al 2023, inter alia]

https://shauli-ravfogel.netlify.app/
http://arxiv.org/abs/2004.07667
https://proceedings.neurips.cc/paper_files/paper/2023/hash/d066d21c619d0a78c5b557fa3291a8f4-Abstract-Conference.html


Mechanistic Interpretability

47



“reverse engineering the algorithms implemented by neural networks into 
human-understandable mechanisms, often by examining the weights and activations of 
neural networks to identify circuits [Cammarata et al., 2020, Elhage et al., 2021] that 
implement particular behaviors.”

49

What is Mechanistic Interpretability?

MI workshop [Olah et al. 2020]

https://distill.pub/2020/circuits
https://transformer-circuits.pub/2021/framework/index.html
https://icml2024mi.pages.dev/
https://distill.pub/2020/circuits/zoom-in


“reverse engineering the algorithms implemented by neural networks into 
human-understandable mechanisms, often by examining the weights and activations of 
neural networks to identify circuits [Cammarata et al., 2020, Elhage et al., 2021] that 
implement particular behaviors.”

50

What is Mechanistic Interpretability?

MI workshop

Desirable outcome of all interpretability 
research: human understanding

Focus of most interpretability research: 
understanding specific model behaviors

[Olah et al. 2020]

https://distill.pub/2020/circuits
https://transformer-circuits.pub/2021/framework/index.html
https://icml2024mi.pages.dev/
https://distill.pub/2020/circuits/zoom-in


“reverse engineering the algorithms implemented by neural networks into 
human-understandable mechanisms, often by examining the weights and activations of 
neural networks to identify circuits [Cammarata et al., 2020, Elhage et al., 2021] that 
implement particular behaviors.”

51

What is Mechanistic Interpretability?

MI workshop

Format of the 
explanation

Finding a subset of a 
network that traces 
through the entire 
network (from starting 
representation to 
prediction).

[Olah et al. 2020]

https://distill.pub/2020/circuits
https://transformer-circuits.pub/2021/framework/index.html
https://icml2024mi.pages.dev/
https://distill.pub/2020/circuits/zoom-in


Circuits

52Slide credit: Michael Hanna

● Note: this has strong resemblances to sparse 
sub-network finding in the efficiency literature, but the 
methods employed to find them differ (also, no 
retraining of circuits is done)

https://github.com/interpretingdl/eacl2024_transformer_interpretability_tutorial/blob/main/slides/3_mechanistic_interpretability.pdf
https://openreview.net/forum?id=rJl-b3RcF7
https://openreview.net/forum?id=rJl-b3RcF7


What is mechanistic interpretability?

● It is inherently causal.

○ NB! This is not how most people use the terminology today.

● It is not the only set of causal interpretability methods.

● Traces through the entire network (from starting representation to 
prediction).

● Evaluation: 

○ 1) Faithfulness: the circuit or subnetwork should be able to sufficiently replicate the 
full network on the behavior of interest 

○ 2) Minimality: obviously, smaller circuits/subnetworks are better

53



Methods Leveraging Language 
Model Strengths

Linear Structure in Transformers
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Transformer Residual Stream 
and Linear Structure

56

● Transformers have a surprising amount of linear 
structure due to residual connections

● Nonlinearities only occur in two places:

○ Applications of Softmax

■ when computing attention patterns

■ When converting logits to probits at 
final layer

○ In the MLP functions

● MLP and MHSA functions “read from” and “write 
to” residual stream to promote/demote certain 
tokens in output distribution.

[Elhage et al. 2021]

input layernorm

self-attention

MLP

Post-attention 
layernorm

Output hidden 
state

+

+

Input hidden 
state

Hidden states at 
other token 
positions

https://transformer-circuits.pub/2021/framework/index.html


Output of 
previous layer 
= input to 
current layer

Multi-head 
self-attention

Layer norm 
(or some 
other input 
normalization 
scheme)

Feed-forward 
network 
(MLP)

Vector addition 
establishes residual 
connections

57

Transformer Residual Stream and Linear Structure

[Elhage et al. 2021]

[Elhage et al. 2021]

https://transformer-circuits.pub/2021/framework/index.html
https://transformer-circuits.pub/2021/framework/index.html


Output of 
previous layer 
= input to 
current layer

Multi-head 
self-attention

Layer norm 
(or some 
other input 
normalization 
scheme)

Feed-forward 
network 
(MLP)

Vector addition 
establishes residual 
connections

58

Transformer Residual Stream and Linear Structure

[Elhage et al. 2021]

https://transformer-circuits.pub/2021/framework/index.html


59

Model Layer

Final hidden 
state

Unembedding 
matrix

Transformer Residual Stream and Linear Structure

Probits

Logits



Implications: Direct Additive Contributions

● Each hidden state output by a {attention head, MHSA function, FFN 

function, or full Transformer block} has a direct additive contribution 
to the final hidden state of the model

● And, by distributivity of vector addition and vector-matrix 

multiplication, thus has a direct additive contribution to the final 
logits.

60

[Elhage et al. 2021]

https://transformer-circuits.pub/2021/framework/index.html


Direct vs. Indirect Effects

61

● It’s important to note that each hidden state has both a direct linear 

and indirect nonlinear contribution to the final hidden state.

● The additive decomposition only applies to direct contributions.

This MHSA function has a 
direct additive 
contribution to the logits 
via this term

But it also has an indirect, 
nonlinear contribution as 
input to the MLP function

[Elhage et al. 2021]

https://transformer-circuits.pub/2021/framework/index.html


62

Methods Leveraging Language 
Model Strengths

Vocabulary Projection
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[Nostalgebraist 2020, Geva et al. 2022]

input layernorm

self-attention

MLP

Post-attention 
layernorm

Output hidden 
state

+

+

Input hidden 
state

Hidden states at 
other token 
positions

Vocabulary Projection on 
Transformer Hidden States

● Propose to project each hidden state 
to the space of probabilities over 
vocab tokens using the unembedding 
matrix

Final hidden state - 
replace with any 
d-dimensional 
hidden state from 
the network.

https://www.lesswrong.com/posts/AcKRB8wDpdaN6v6ru/interpreting-gpt-the-logit-lens
https://aclanthology.org/2022.emnlp-main.3/
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Vocabulary Projection on Transformer Hidden States

[Geva et al. 2022]

https://aclanthology.org/2022.emnlp-main.3/


65

[Merullo et al 2024]

Vocabulary Projection on Transformer Hidden States

Validated with causal intervention:

https://aclanthology.org/2024.naacl-long.281/


Patchscopes

66[Gandeharioun et al. 2024]

https://arxiv.org/abs/2401.06102
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Learning Linear Transformation Matrices

[Belrose et al. 2023]

● Propose to project each hidden state 
to the space of probabilities over 
vocab tokens using the unembedding 
matrix a learned weight matrix for 
each layer

https://arxiv.org/abs/2303.08112


68

Notes

● Can be thought of as “early exiting” the Transformer block at inference time

● From a causal perspective:

○ (Attempts to) measure direct effects

■ How faithful this is depends on the exact application of normalization

■ It is not a causal mediation

● Can’t uncover ways in which hidden states are promoting tokens in other linear (or 
non-linearly decodable) subspaces

○ I.e., negative results are uninformative

○ Mostly only useful at later layers

● Top-k tokens being coherent: does this just mean that the unembedding matrix is 
well-formed?



Methods Leveraging Language 
Model Strengths

Decoding Natural Language 
Explanations from Representations

69



Focus of This Part

71

Decoding natural Language explanations from neurons 

(using LLMs)

Prominent paradigm of using LLMs for automating the process of 

explaining neurons

● Step1: Propose hypothesis explanations

● Step2: Verify explanations



Using GPT-4 to Explain Neurons of GPT-2

72[OpenAI,  2023]

https://openaipublic.blob.core.windows.net/neuron-explainer/paper/index.html


Using GPT-4 to Explain Neurons of GPT-2

73

Activations of a neuron in 
GPT-2

Explanation: X by / after X



Using GPT-4 to Explain Neurons of GPT-2

74

Propose hypothesis: few-shot prompting

[OpenAI,  2023]

https://openaipublic.blob.core.windows.net/neuron-explainer/paper/index.html


Using GPT-4 to Explain Neurons of GPT-2

75

Propose hypothesis: few-shot prompting

Few-Shot Activation-Explanation Pairs +  Input Activations Explanations

[OpenAI,  2023]

https://openaipublic.blob.core.windows.net/neuron-explainer/paper/index.html


Using GPT-4 to Explain Neurons of GPT-2

76

Verify hypothesis:

simulate activations based on explanations; compare simulated and actual activations

compare

Actual Activations
Activations Obtained by GPT-4

[OpenAI,  2023]

https://openaipublic.blob.core.windows.net/neuron-explainer/paper/index.html


Evaluating the NL Explanations of Neurons

78

Whether explanations accurately align with neuron activations?

● Type-1 Error (recall): falsely predicts that the neuron will activate on a concept
● Type-2 Error (precision): falsely predicts that the neuron will not activate on a concept

Not well aligned: Around 0.6 F1 score across 300 of the 

top-scoring explanations found by GPT-4 

[ Huang et al.,  BlackboxNLP 2023]

https://aclanthology.org/2023.blackboxnlp-1.24.pdf


Takeaways

79

LLMs can help annotate/summarize concepts from collections of text snippets

But LLM-produced neuron-level explanations are not accurate enough



Recap

80



Recap: Looking into transformers

● Pros
○ We are actually studying the weights in the model. Intuitively, it is more likely to be faithful.

○ Many methods are extensible to other types of models, modalities, etc.

● Cons
○ High-dimensional spaces remain challenging to make sense of and there could existing 

fundamental limitations so that it is impossible to reverse-engineer the model or for humans 

to make sense of these models

○ Illusion of understanding

○ Negative results can be uninformative

○ Lack of standardized evaluation & benchmarks

● Open questions
○ What granularity or type of model internals to target?

○ How to unify work from various methods/communities?
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