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Prompting-based Explanations

@ Extractive rationales / Feature attributions
® Free-text explanations
® Structured explanations



Extractive rationales
/ Feature attributions



Extractive Rationales

(short) snippets in inputs that support outputs

Input Rationale Output
In this movie, ... Plots to take In this movie, ... Plots to take o
over the world. The acting is over the world. The acting is e Positive
great! The soundtrack is run- great! The soundtrack is run-
of-the-mill, but the action of-the-mill, but the action e Negative
more than makes up for it. more than makes up for it.
- / - /

[DeYoung et al. 2020]



https://aclanthology.org/2020.acl-main.408.pdf

Extractive Rationales

Pipeline models [DeYoung et al. 2020]

Input Extractor 7 Rationale

X [ g(+) } R=X06Z

e Hard selection [Leietal. 2016]

/Z Binary masks
® Soft selection

Z Continuous scores

Predictor

Output


https://aclanthology.org/2020.acl-main.408.pdf
https://aclanthology.org/D16-1011.pdf

Extractive Rationales

Pipeline models [DeYoung et al. 2020] Ground-truth labels
Input Extractor 7 Rationale Predictor Output

X [ g() } R=X0oZ [ f() } Y =7(R)

C

Ground-truth rationales

® Human annotations

® Pseudo targets
[Jain et al., ACL 2020]



https://aclanthology.org/2020.acl-main.408.pdf
https://aclanthology.org/2020.acl-main.409.pdf

Extractive Rationales

Pipeline models [DeYoung et al., ACL 2020] Ground-truth labels
Input Extractor 7 Rationale Predictor Output

X [ g() } R=X0oZ [ f() } Y =7(R)

C

Ground-truth rationales
® Human annotations  (Expensive, time-consuming)
e Pseudo targets (Erroneous)

[Jain et al., ACL 2020]



https://aclanthology.org/2020.acl-main.408.pdf
https://aclanthology.org/2020.acl-main.409.pdf

Feature Attributions

Importance scores of input features to model output

Input features Model Output
L1

2 B

Ln Attributions »
A ~ S ]_ _____ - ’
S92

Sn



Feature Attributions SHAP (SHapley Additive exPlanation)
[Lundberg and Lee 2017]
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https://arxiv.org/pdf/2011.14878
https://arxiv.org/pdf/1705.07874
https://proceedings.mlr.press/v70/sundararajan17a/sundararajan17a.pdf

Challenges for LLMs

e Computational cost
® Low efficiency in long context

e No access to API-based models (gradients, attention scores, etc.)

\ 4

Prompting-based extractive rationales/feature attributions
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Self-Attribution and Decision-Making

Prompts

N\

Claim

Football is a sport that Terry Crews played
professionally.

Passage

SO0: Terry Alan Crews -LRB- born July 30,
1968 -RRB- is an American actor , artist ,
and former American football player .

S4: ...
S5: In football , Crews played as a defensive
end and linebacker in the National Football
League -LRB- NFL -RRB- for the Los
Angeles Rams.
S6: ...

Rationale

Terry Alan Crews -LRB- born July 30 ,
1968 -RRB- is an American actor , artist ,
and former American football player. In
football , Crews played as a defensive end
and linebacker in the National Football
League -LRB- NFL -RRB- for the Los
Angeles Rams.

Trationale

Extract Rationale from
the Passage for judging
the Claim.

Tanswer

Refer to the following
information to judge the

Claim.

rationale

o=

Claim

s
Passage

answer

+

Claim

-+

Rationale

-+

Passage Optional

~

Self-attribution

LM Model - Rationale: S0 S5.

- - - e e en em em e e e e e n e n e em e e e e e e

\

-~ -

Decision-making "

) LM Model ) Answer: True.

- e e e e e e e e e em e e e e e e e e e e e e e e

I
I
I
|
|
I
I
I
I
1

Stage 1:
Prompting for
extractive rationales

Stage 2:
Making decisions
based on rationales

[Du et al. 2023]

See also: [Ludan et al. 2024]
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https://aclanthology.org/2023.findings-emnlp.78.pdf
https://arxiv.org/abs/2310.19660

How to evaluate rationales/feature attributions?

Faithfulness Plausibility
10,0 Explanation O
How accurately the explanation How convincing the
reflects the true reasoning explanation is to humans

process of the model

[Jacovi and Goldberg, ACL 2020; Wiegreffe and Pinter, EMNLP
2019]
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https://aclanthology.org/2020.acl-main.386.pdf
https://aclanthology.org/D19-1002.pdf
https://aclanthology.org/D19-1002.pdf

Evaluation—Plausibility

® Agreement
e.g. Intersection-Over-Union (IOU)

Agreement
Extractive \ Human
rationale rationale

[DeYoung et al. 2020]
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https://aclanthology.org/2020.acl-main.408.pdf

Evaluation—Faithfulness

Comprehensiveness= fy (a:,) - fy (wl\rl)
p(Forest|z;)

Comprehensiveness

sufdgidie)=—Fa (i)

s T 8 8 8 &
g 2 3 2 @ g 2 3 2 9
3 32 3 3 S 32 3 3
338 ° % 3338 ° %
! 3 ! Fall short in API-
» » ® based LLMs
Where do you find the most amount of leafs? Where do you find the ? most amount of leafs?

i

[DeYoung et al., ACL
2020]
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https://aclanthology.org/2020.acl-main.408.pdf
https://aclanthology.org/2020.acl-main.408.pdf

Evaluation—Faithfulness

Session 1 (prediction and explanation)

Session 2 (self-consistency)

Is the following candidate a good fit for a

Senior SWE position? Answer only yes/no.

Education:
2016-2020: Bachelor in Biology at University Y

{resume continues ...}

User input

No

Model response

Make a minimal edit to the resume, 5 words
or less, such that you would answer yes.

Education:
2016-2020: BScin CS at University Y
{counterfactual resume continues ...}

Is the following candidate a good fit for a
Senior SWE position? Answer only yes/no.
{insert counterfactual resume}

Yes

o Opposite (/, r.:
Edited input predictionO Faithful

Finding: Faithfulness is dependent on
many factors - explanation type,
model, task ...

[Madsen et al. 2024]
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https://arxiv.org/pdf/2401.07927

Free-text Explanations

17



Free-text Explanations

Example: Natural Language Inference (NLI) task

Kids are on an amusement ride Kids are riding their favorite amusement ride

Does the p entail h?

Model prediction: Maybe
Free-text explanation: It isn't necessarily their favorite ride.

18



How to Generate Free-text Explanations?

e Traditionally: jointly train a predictor & explainer

O Predict-then-explain:

Input

v

Predictor

—

O Explain-then-predict:

Input

—

Explainer

— Explanation =——»

Explainer

—> Explanation

Predictor

[Kumar and Talukdar 2020]
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https://aclanthology.org/2020.acl-main.771/

How to Generate Free-text Explanations?

e Traditionally: jointly train a predictor & explainer

Any cheaper way?

O + Can steer models toward using the “right” signal

O - Need lots of human-written explanations as training data

Natural Language Inference: e-SNLI [camburu et al. 2018]

Commonsense QA CoS-E [Rajani et al. 2019], ECQA [Aggarwal et al.
2021]

Social bias inference: SBIC [sap et al. 2020]
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https://arxiv.org/abs/1812.01193
https://aclanthology.org/P19-1487/
https://aclanthology.org/2021.acl-long.238/
https://aclanthology.org/2021.acl-long.238/
https://aclanthology.org/2020.acl-main.486/

How to Generate Free-text Explanations?

® Can we prompt LLMs to generate them with just a few examples?

Example input 1
Example output 1

Example input 2

Example output 2 LLM Output

Example input n
Example output n

% Claude Geniini

Input

In-context learning / Few-shot prompting [Brown et al. 2021]



https://papers.nips.cc/paper/2020/hash/1457c0d6bfcb4967418bfb8ac142f64a-Abstract.html

Prompting for Explanations

e GPT-3-level LLMs can generate plausible free-

text explanations for simple tasks*:
o NLI
o Commonsense QA
O  Social bias detection ...

e What about multi-step reasoning?
O Maths
o  Multi-hop QA
o  Planning ...

*[Wiegreffe et al. 2021; Marasovi¢ et al. 2021]

Let’s explain classification decisions.

A young boy wearing a tank-top is climbing a tree.
question: A boy was showing off for a girl.

true, false, or neither? neither

why? A boy might climb a tree to show off for a girl,
but he also might do it for fun or for other reasons.
Hit#

A person on a horse jumps over a broken down airplane.
question: A person is outdoors, on a horse.

true, false, or neither? true

why? Horse riding is an activity almost always done
outdoors. Additionally, a plane is a large object and is
most likely to be found outdoors.

Hit#

There is a red truck behind the horses.

question: The horses are becoming suspicious of my
apples.

true, false, or neither? false

why? The presence of a red truck does not imply there
are apples, nor does it imply the horses are suspicious.

22


https://aclanthology.org/2022.naacl-main.47.pdf
https://aclanthology.org/2022.findings-naacl.31.pdf

“Chain of Thought” (CoT)

Standard Prompting

Input

Q: Roger has 5 tennis balls. He buys 2 more cans of
tennis balls. Each can has 3 tennis balls. How many
tennis balls does he have now?

A: The answer is 11.

Q: The cafeteria had 23 apples. If they used 20 to
make lunch and bought 6 more, how many apples

do they have?

J

.

Chain of Thought Prompting

- R

Q: Roger has 5 tennis balls. He buys 2 more cans of
tennis balls. Each can has 3 tennis balls. How many
tennis balls does he have now?

A: Roger started with 5 balls. 2 cans of 3 tennis balls
each is 6 tennis balls. 5 + 6 = 11. The answer is 11.

Q: The cafeteria had 23 apples. If they used 20 to
make lunch and bought 6 more, how many apples
do they have?

J

Spell out
each step

A: The cafeteria had 23 apples originally. They used
20 to make lunch. So they had 23 - 20 = 3. They
bought 6 more apples, so they have 3 + 6 = 9. The
answeris 9.

A: The answer is 27. x

[Wei et al. 2022]

See also: Scratchpad [Nye et al. 2021]; “Let’s Think Step by Step” [Kojima et al. 2023] ,,



https://arxiv.org/abs/2112.00114
https://arxiv.org/abs/2205.11916
https://arxiv.org/pdf/2201.11903

“Chain of Thought” (CoT)

CoT prompting boosts LLMs’

performance on multi-step reasoning

—e— Standard prompting

—6— Chain-of-thought prompting
- = = Prior supervised best

StrategyQA Date Sports SayCan
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80 60 30 f-/-@- 80
70 40 / 60
60 20 | 60 40
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Model scale (# parameters in billions)

Limitation: Easy-to-hard generalization



CoT * Question Decomposition

Stage 1: Decompose Question into Subquestions

A: To solve “How many times

Q: It takes Amy 4 minutes to climb to the top can she slide before it

of a slide. It t.akes her 14 minutg to slide down. Language closes?”. we need to first + Better generallzatlon
The water slide closes in 15 minutes. How Model solve: “H’ow lona does each
many times can she slide before it closes? ) ¢ than CoT

trip take?”

Stage 2: Sequentially Solve Subquestions - Greedy decoding has
A: It takes Amy 4 minutes to limited diverSity

climb and 1 minute to slide
down. 4 + 1 =5. So each trip
takes 5 minutes.

It takes Amy 4 minutes to climb to the top of a
slide. It takes her 1 minute to slide down. The

Language
slide closes in 15 minutes.

Model
Subquestion 1 ——\Q: How long does each trip take?

P

ﬁtakes Amy 4 minutes to climb to the top of
a slide. It takes her 1 minute to slide down.
The slide closes in 15 minutes.

A: The water slide closes in
15 minutes. Each trip takes 5
minutes. So Amy can slide
15 + 5 = 3 times before it
closes.

e Q: How long does each trip take?
':r?sp:gr t':° ¢ _ | A:lttakes Amy 4 minutes to climb and 1
Subquestion 1 minute to slide down. 4 + 1 = 5. So each trip
takes 5 minutes.

Language
Model

. Q: How many times can she slide before it

Qoses? /

Subquestion 2 —

Least-to-Most Prompting [Zhou et al. 2022] 25



https://arxiv.org/abs/2205.10625

CoT * Vote and Rank

Self-Consistency Prompting
[Wang et al. 2022]

Language
model

DiVeRSe
[Li et al. 2023]

Diverse
Prompts

Sample a diverse set of
reasoning paths

She has 16 - 3 - 4 =9 eggs
left. So she makes $2 * 9 =
$18 per day.

Marginalize out reasoning paths
to aggregate final answers

I The answer is $18.
| y,

remainder for $2 * (16 - 4 - 3)
= $26 per day.

|
This means she she sells the

N

I The answer is $26.

She eats 3 for breakfast, so

she bakes muffins, so she
has 13 - 4 = 9 eggs left. So
she has 9 eggs * $2 = $18.

she has 16 - 3 = 13 left. Then |

. N
A

| The answer is $18. N
|

vote on answers

Step-aware Voting Verifier

Language
Model

~
= = vote on steps

26


https://arxiv.org/abs/2203.11171
https://aclanthology.org/2023.acl-long.291/

Structured Explanations

27



Why Structured Explanations?

® Certain problems intrinsically involve a non-linear mode of reasoning
O multi-hop QA, logical deduction, constrained planning...

Q1 Q2

Did Aristotle use a Was Aristotle alive when
I laptop? I the laptop was invented?
implicit \/ explicit
D E
1. When did Aristotle live? “Aristotle
2. When was the laptop invented? (384-322 BC) was
3. Is #2 before #1? a philosopher...”
\ A “The first laptop StrategyQA dataset
g\ was... in 1980 Ty  [Gevaetal 2021]
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https://arxiv.org/abs/2101.02235

Why Structured Explanations?

® Unclear faithfulness of free-text explanations l Should 1 hire this candidate?
O False impression of “self-interpretability” g

O Easier over-trust in the model
m especially if explanations look plausible

Generated CoT 8

Based on their excellent . ' .
education background and Their name looks like a white

strong technical skills, | highly male, so | highly recommend
recommend hiring this candidate hiring this candidate

29



How to Generate Structured Explanations?

Question: How might eruptions affect plants?

epe . . . Answer: They can cause plants to die
e Traditionally: train models to iteratively Y P

Hypothesis
generate intermediate steps (H (hypot): Eruptions can cause plants to die |
Text
sent1: eruptions emit lava.
________ a sent2: eruptions produce ash clouds.
N sent3: plants have green leaves.
sent4: producers will die without sunlight

sent5: ash blocks sunlight.

|
|
|
! @ " )_ ::::::
1 il i il
1-hop : Entailment Tree
]

I
conclusion : [ ]
+ proof A ael [_]fact2 J,

- - ——

[H (hypot): Eruptions can cause plants to die ]

LY
[sent4: producers wilﬂ

ProofWriter [Tafjord et al 2021] [int1:Eruptions block sunlight.] die without sunlight.

AN
sent2: eruptions
[ o) |

produce ash clou sent5: ash blocks sunlight.]

e Still needs lots of (even more expensive)
training data EntailmentWriter [Dalvi et al 2021]

30


https://aclanthology.org/2021.findings-acl.317/
https://aclanthology.org/2021.emnlp-main.585/

Structured Explanations by Prompting

e Can we prompt LLMs to generate structured explanations with a few examples?

e If so, what types of structures?
m Logical constraints
® Maieutic prompting, SatLM
m Symbolic programs
® Program of Thoughts, Program-Aided LMs, Faithful CoT
m Non-linear exploration strategies
® Tree of Thoughts, Graph of Thoughts

31



Logically-Constrained Reasoning

. Width-wise spannin
Q : War cannot have a tie? « sl
0 t Max-SAT Solver
‘=", War cannot have a tie? True, because 9 RS E.):092
In a context of war, there's always a victor and False, because 'g_ Enta‘l.l...v w(Ep): 092, Ep: False
a loser. : True, because I - w(Erf):098
‘ . = E; : True
............................ ET EF § # ET DAl EEERR O - F
*2*, In a context of war, there's always a victor and False, because ~ Logically Integral | Q ¥ w(Er = Q):1.00 Epp: True
? 3 '
a loser? False, because . 3 Contradict ™., | . w(Ep = ~Q):1.00 O : False
There can be cases where the loser is not clear. Q AV
SR T E;r ! Ers
Logically Integral
I |
Maieutic tree generation Defining the relations Inference

Maieutic prompting [Jung et al., 2022]

See also: SatLM [Ye et al., 2023]
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https://aclanthology.org/2022.emnlp-main.82/
https://proceedings.neurips.cc/paper_files/paper/2023/file/8e9c7d4a48bdac81a58f983a64aaf42b-Paper-Conference.pdf

Symbolically-Aided Reasoning

,I Query !

There are 15 trees in the grove. Grove workers will plant trees in the grove today. After they are done,
there will be 21 trees. How many trees did the grove workers plant today?

We start with 15 trees.

Later we have 21
trees.

The difference must be
the number of trees
they planted.

So, they must have
planted 21-15=6
trees.

The answer is 6.

/—| Output }

trees begin = 15
trees end = 21

trees_today = trees_end
- trees_begin

answer = trees today

>>> P >>>  Answer: 6

Python Interpreter

CoT

Program-Aided LM/PAL [Gao et al., 2023]

# 1. How many trees are there in the
beginning? (independent, support: [“There
are 15 trees”])

trees begin = 15

# 2. How many trees are there in the end?
(independent, support: [“There are 15
trees”])

tiees end = 21

# 3. Final Answer: How many trees did the
grove workers plant today?
trees today = treés end - trees begin

>>> P >>>  Answer: 6

Python Interpreter

Faithful CoT [Lyu et al., 2023]

Program of Thoughts/PoT [Chen et al., 2023]
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https://arxiv.org/pdf/2211.10435
https://www.google.com/search?q=program+of+thoughs&rlz=1C5GCCM_en&oq=program+of+thoughs&gs_lcrp=EgZjaHJvbWUyBggAEEUYOdIBCDQ2MzlqMGo0qAIAsAIA&sourceid=chrome&ie=UTF-8
https://arxiv.org/abs/2301.13379

Reasoning with Non-linear Exploration

o [ wow — o 7)o
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CoT/PoT Tree of Thoughts [Yao et al. 2023]  Graph of Thoughts [Besta et al. 2023]
Figure from [Chu et al. 2024] 34



https://arxiv.org/abs/2305.10601
https://arxiv.org/abs/2308.09687
https://arxiv.org/abs/2309.15402

How to Evaluate Free-text/Structured Explanations?

e Faithfulness
How accurately the explanation reflects the true reasoning process of the model?

e Plausibility
How convincing the explanation is to humans?

® Informativeness
How much new information is supplied by a explanation to justify the prediction?

e Utility
How useful is the explanation for the target audience to achieve their predefined

oal?
8 Most method are also applicable to structured explanations, though

o . empirically only tested on free-text ones
35



Evaluation—Faithfulness

Many ways with different assumptions, no consensus yet

Counterfactual simulatability [Chen et al., 2023]
Assumption: Explanations should allow the audience to predict the model behavior on unseen inputs

Biasing features [Turpin et al., 2023]
Assumption: Features that influence model predictions should be mentioned in the explanations

Corrupting CoT [Lanham et al., 2023]
Assumption: Compared to the original explanation, a corrupted explanation should lead to a different
prediction

Input token contribution alignment [Parcalabescu and Frank, 2024]
Assumption: Input token contributions should be similar when the model produces the prediction and the
explanation
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https://arxiv.org/pdf/2307.08678
https://arxiv.org/abs/2305.04388
https://arxiv.org/abs/2307.13702
https://arxiv.org/pdf/2404.18624

Evaluation—Faithfulness

Example: Counterfactual simulatability
[Chen et al., 2023]

Findings:

® [LM-generated free-text
explanations are far from faithful

e Faithfulness doesn'’t correlate well
with plausibility

Al answers a user’s question with an explanation

O Is it hard to get a BLT in Casablanca?
aa '
Answer: Yes a

Explanation: Casablanca is a large city in Morocco.
Morocco is a Muslim-majority country, and pork is

not commonly consumed due to religious reasons.

BLT contains bacon, which is pork. Thus, it might a
be hard to find a traditional BLT in Casablanca. 2

The user forms an How Al actually
expectation of how Al would answers related

answer related questions questions

Is it hard to find pork ® Is it hard to find pork
ab belly in Casablanca?

ab belly in Casablanca?

2

e
a a

& Answer: No

The user is misled by the explanation and
[ ) forms a wrong mental model of the Al.

Answer: Yes

37


https://arxiv.org/pdf/2307.08678

Evaluation—Plausibility

Annotate LLM-generated explanations with human-written explanations as reference

General Generally True  Grammatical Introduced Too Much Acceptable
N EEE GPT-3
0.5 BN CoS-E
Enough
01 Sometimes/
Partially True
-0.51
-1

Spemflc Generally False Ungrammatlcal None Introduced Not Enough Not Acceptable

Generality Factuality Grammar New Info Supports Label Amount Info* Acceptability
[Wiegreffe et al. 2021]

LLMs can generate plausible explanations, but still have room for improvement compared
to human-written ones

See also: ReCEval [Prasad et al. 2021] & SocREval [He et al. 2024] for auto-eval
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https://arxiv.org/abs/2304.10703
https://aclanthology.org/2024.findings-naacl.175.pdf

Evaluation—Informativeness

Measure the new information an explanation provides to justify the label, beyond what is
contained in the input, using conditional V-information

Xx: Why do people go hiking?

REV(x,y,r) = log g[r, bl(y) — log g'[b]1(y)
where b = x| |y

122)

v

Y;: enjoy nature

X

Y,: lose weight - @ e

ok Hiking means the activity of going fgr long
1 walks especially across country, or in the
nature. People who go hiking enjoy nature.

A

".a People usually go hiking to enjoy nature.

P 1,0 People go hiking might end up getting lost.

F 2 Hiking is a form of exercise. People go

hiking to lose weight.

REV [Chen et al. 2023]

N

Evaluator

4>,

&l
Low High
- Vacuous
& 2 Baseline Rationales
~
", People go hiking to
g | by enjoy nature.
a b
People go hiking to
— & /?ﬂ \bz lose weight. /

See also: [Jiang et al. 2024]



https://aclanthology.org/2023.acl-long.112.pdf
https://arxiv.org/pdf/2402.18678

Evaluation—Utility

=E=rtM-generated explanations help lay people answer unseen

qguestions?
Symptoms of depression include low energy, Now
inability to get out of bed, and low motivation. Low ke
Q I guessx l energy and low motivation can cause someone to kngvgsl!t *
No? seem like they are slacking on responsibility.
Question: ' I know Depression is a medical condition that affects the = The

Can depression be —> this, “ brain. Laziness is a behavior that results in reduced & answer is

mistaken for laziness? its Yes! productivity. still Yes

:(-;onjA;s;ve-r;;(;S : f = Maybe, Pepression 1s charactgrized 1')y' low energy. Laziness The
- = it's .7 /= is characterized by being oblivious to problems at ) 2
Yes. S : 5 ) ~  answer is x Non-Useful
home. Symptoms of depression include insomnia, No

low mood, and fatigue.

Utility is far from satisfactory - only 20% of generated explanations are actually useful

[Joshi et al. 2023] 4



https://arxiv.org/pdf/2305.07095

Summary
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Pros & Cons

® Extractive rationales / Feature attributions
O ? Faithfulness
O - Plausibility

® Free-text explanations
O + Plausibility
O - Faithfulness, Utility

® Structured explanations
O + Faithfulness, Accuracy
O - Flexibility

42



Takeaways

® L|LMs can generate plausible-looking explanations w/ only a few

examples
O this saves the cost of collecting human explanations for training
O and also improves performance on many reasoning tasks

® However, LLM-generated explanations are still not always faithful /

informative / useful ...
O Not a consensus on how to evaluate many of these aspects

® \We should not blindly trust LLM-generated explanations
O Be cautious about “self-explanatory” claims 4



Future Directions

e Establishing a more unified evaluation framework
O esp. for structured explanations

e Applying structured explanations to flexible (non-symbolic) tasks
O e.g. commonsense reasoning, summarization, web browsing ...
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Further Reading

e A Comprehensive Collection of Explainable NLP Datasets [Wiegreffe and

Marasovi¢ 2021]
® A Survey on Chain-of-Thought-style Reasoning [Chu et al. 2024]
® A Survey on Faithfulness of Explanations in NLP [Lyu et al. 2024]
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https://datasets-benchmarks-proceedings.neurips.cc/paper/2021/hash/698d51a19d8a121ce581499d7b701668-Abstract-round1.html
https://datasets-benchmarks-proceedings.neurips.cc/paper/2021/hash/698d51a19d8a121ce581499d7b701668-Abstract-round1.html
https://arxiv.org/abs/2309.15402
https://arxiv.org/abs/2209.11326

Thanks! Questions?



